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Abstract—A semi-physical method is proposed to evaluate turbidity from broadband irradiance measure-
ments and other atmospheric parameters. This method demonstrates the utility of diffuse data when
estimating atmospheric composition with broadband irradiance data. An error analysis and various tests
against measured data show that this method can predict accurate turbidities provided that the sky is
perfectly cloudless and the diffuse irradiance data are very accurate. Yet, this method is insensitive to
errors in input data such as precipitable water and ozone amount. Applications of this method to the
quality control of radiation data are discussed. Tests with actual data from Florida and Oregon show
good agreement with other methods. Evaluation of the model required a detailed discussion of the
accuracy and cosine error of pyranometers, and the uncertainty in precipitable water estimates. © 1998
Elsevier Science Ltd. All rights reserved.

1. INTRODUCTION turbidity values using this beam irradiance
approach (Gueymard, 1998). It will be shownAccurate determinations of turbidity normally
that one important advantage of the presentrequire clear-sky spectral radiation data
irradiance ratio method is that this methodobtained with sunphotometers or spectroradio-
maintains its accuracy even when uncertaintiesmeters. As these instruments are expensive and
in precipitable water estimates are high.scarce, turbidity is generally estimated instead

At the spectral level, it has been shown byfrom broadband irradiance measurements. In
O’Neill et al. (1989) that the aerosol opticalrecent years, most investigators have been using
depth could be retrieved from the ratio of globaldirect beam irradiance measured with an unfil-
to direct irradiance as effectively as it is fromtered pyrheliometer to obtain turbidity (e.g. Al-
direct irradiance only. A similar approach, butJamal et al., 1987; Cañada et al., 1993; Fox,
one using the ratios of broadband diffuse and1994; Freund, 1983; Grenier et al., 1995;
beam irradiance, is investigated here. The poten-Gueymard, 1998; Gueymard and Garrison,
tial advantage of this method is that it is less1998; Kambezidis et al., 1993; Louche et al.,
sensitive to the influence of ozone and water1987; Maxwell et al., 1995; Polavarapu, 1978;
vapor, because these constituents deplete theRawlins and Armstrong, 1985; Uboegbulam
beam and diffuse spectrum almost equallyand Davies, 1983). However, to obtain the
(Herman et al., 1975). Drawbacks of thisaerosol transmittance or optical depth with just
method, however, are that it is more sensitivebeam irradiance, all other atmospheric extinc-
to instrumental error because two radiometerstion processes need to be known a priori. This
are involved (instead of one) and that it ismay become a problem when the water vapor
dependent on additional factors such as groundand ozone columns are not continuously mea-
albedo and aerosol optical properties. This pre-sured onsite, as is generally the case. In particu-
liminary contribution is aimed at delineating thelar, important short-term errors on precipitable
relative merits and limitations of this methodwater may result from the usual estimation
compared to others, and at suggesting somemethod based on surface data of temperature
useful applications. The methodology used toand humidity. Errors in the precipitable water

vapor are inversely reflected in the predicted derive the model is first presented in Section 2.
An error analysis of the method is described in
Section 3, followed by detailed experimental

‡ISES member. comparisons in Section 4. This article presents§Present address: 2959 Ragis Road, Edgewater, FL
32132-2905, U.S.A. a proof of concept. Further work is necessary
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136 C. Gueymard and F. Vignola

to expand it and test it under a greater variety should be typical of locations away from any
predominant influence of maritime, urban orof aerosol climatologies.
desert aerosols. A continental aerosol model
with an a value close to 1.3 is used here because

2. METHODOLOGY AND MODEL
no better value can be obtained at any instant
without specialized instrumentation. Moreover,The diffuse-beam ratio model is developed

using an approach that is similar to the beam this simplifying assumption is the most practical
one when dealing with broadband data becauseirradiance method used to obtain broadband

aerosol turbidity from just direct irradiance it corresponds to the climatological average
value of a at most sites, and is thus typical for(Gueymard, 1998). Clear-sky spectral irradi-

ances are estimated using the SMARTS2 most cases. This assumption has been used
extensively in the literature (e.g. Barbaro et al.,spectral radiative code (Gueymard, 1994b;

Gueymard, 1995) that was also used for the 1989; Cañada et al., 1993; Gueymard, 1998;
Jacovides et al., 1994; Katsoulis, 1979). Smallbeam irradiance method. Modeled spectral irra-

diances are summed over the range of wave- variations of a around the 1.3 value have little
effect on b. Additional calculations withlengths sensed by the two types of broadband

radiometers used to make the measurements. SMARTS2 have shown that a variation of 0.1
around a=1.14 produced an opposite variationFor comparisons with direct beam irradiance,

the spectral irradiance is summed from 0.28 to of about 3% in b. If maritime aerosols are
simulated, with a typical average a value of4 mm. For comparisons with diffuse or global

measurements, the spectral irradiance is only 0.27, they produce b values about 30%
larger than with the present continental model,summed from 0.28 to 2.8 mm.

A preliminary series of parametric runs is for otherwise identical conditions.
Although turbidity is expressed here in termsperformed so that the predictions of direct,

diffuse and global irradiances can be related to of Ångström’s coefficient b only, other coeffi-
cients (such as those proposed by Linke,turbidity. It is then possible to reverse the

method and obtain turbidity from measured Schüepp and Unsworth–Monteith) could be
used alternatively. Their relationship with b isirradiance data. The parametric runs cover a

large range of atmospheric variables: zenith detailed in a previous paper (Gueymard, 1998).
When beam irradiance is measured, it is oftenangle (Z=0–88°), pressure ( p=600–1020

mbar), precipitable water (w=0–6 cm), ozone accompanied by simultaneous measurements of
global and/or diffuse irradiance. This contribu-amount (uo=0–0.5 atm-cm) and aerosol turbid-

ity (expressed here in terms of Ångström’s b tion presents a study on how to make use of
this added information. The fundamental rela-coefficient and varied in the range 0–0.4).

To facilitate model development, a fixed tionship between the beam, global and diffuse
radiation components iscontinental aerosol model is considered here

(IAMAP, 1986) for which the spectrally
E=Ebn cos Z+Ed=Eb+Ed (1)

averaged wavelength exponent a is 1.14 over
the whole spectrum, and more particularly 1.335 where E, Eb and Ed are the global, direct and

diffuse irradiances on a horizontal surface,between 0.5 and 4 mm. It is thus close to the
conventional value of 1.3 that has been used in respectively, Ebn is the direct beam normal

irradiance, and Z is the sun’s zenith angle. Itvirtually all broadband turbidity models since
the pioneering work of Ångström. Other aerosol should be noted that all irradiance calculations

performed here include a correction for themodels would produce different irradiances,
even for a given turbidity. This is due to the circumsolar radiation that is included within

the aperture cone of pyrheliometers (typically,fact that the extinction processes in an aerosol
layer are governed by the latter’s detailed 3° around the sun’s center). Assuming the cir-

cumsolar radiation is symmetrically distributedspectral properties, such as optical depth, single-
scattering albedo and asymmetry factor. around the sun, the circumsolar radiation can

be projected onto the horizontal surface by theHowever, these characteristics can change sig-
nificantly with time and location and are not cos Z factor just like beam irradiance.

According to eqn (1), any irradiance ratio,usually known a priori. Therefore, some simpli-
fying assumptions are necessary to allow gener- such as Ed/E, Ed/Ebn or Eb/Ed, can be expressed

in terms of any other one and Z. Selecting anyalization to the majority of cases. In the present
case, the chosen continental aerosol model one of these irradiance ratios to estimate turbid-
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ity appears arbitrary because of their mathemat- obtain an accurate fit in b and Z. The other
ratios tested, namely Eb/Ed and Eb/E, wereical interdependence, although only a few such

ratios have been investigated so far. A literature found to have the same kind of behavior as K
and could not be fitted with sufficient accuracy.survey shows that only the ratios K=Ed/E (e.g.

Dogniaux and Doyen, 1968; Jacovides et al., The linear behavior of Kdb and its relative
insensitivity to Z appear to be retained for a1995; Unsworth and Monteith, 1972), Kbg=

Eb/E (Pinazo et al., 1995) and Kdb=Ed/Ebn large range of atmospheric conditions.
Consequently, Kdb should be relatively constant(Gueymard, 1989; Wesely and Lipschutz, 1976)

have been purposely used as an indirect measure over a day if turbidity does not vary, as has
been noticed before ( Weber and Baker, 1982).of turbidity. The effect of turbidity on K and

Kdb is shown in Figs 1 and 2, respectively. It From the large number of parametric runs
performed with SMARTS2, it has been foundclearly appears that Kdb is preferable because it

varies almost linearly with b, and varies little that Kdb can be accurately parameterized as
with Z, especially for Z≤75°. (This pseudo- Kdb=(a
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linearity in turbidity can also be observed in
where the coefficients a

i
are themselves functionsthe results shown by King and Herman (1979)

of Z, p, uo and w, as detailed in Appendix A.for spectral radiation at 0.555 mm.) This finding
Note that the functional form of eqn (2) guar-has proven to be of considerable importance to
antees a proper fit for any Z and any b≤0.4,
even outside of the linearity zone mentioned
above. If an experimental value of Kdb is
obtained from measurements, eqn (2) can be
easily solved to obtain b as follows
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A correction needs to be applied if the average
ground albedo, rg, of the measurement site’s
area is not equal to the reference value used
here, 0.15. This correction results from back-
scattering processes between the ground and the
sky of albedo rs. The latter has been fitted as a
function of b from parametric runs of
SMARTS2

rs=(0.065974+0.77161b)/(1+1.4881b).
Fig. 1. Irradiance ratio K=Ed/E as a function of b and Z.

(4)

The limit value of rs calculated from eqn (4)
for b=0, the case of an ideally aerosol-free (or
‘‘Rayleigh’’) atmosphere, is close to the value
of 0.0685 obtained by Lacis and Hansen (1974).

The rapid increase of rs with b is such that
the global irradiance for both a highly reflective
ground and a hazy sky can be significantly
larger than the irradiance for the reference case
(rg=0.15). The irradiance for the general case,
E(rg), is related to the reference irradiance,
E(0.15), through

E(rg)/E(0.15)=(1−0.15rs)/(1−rgrs).

(5)

As rs depends on b, which is the unknown,
eqn (5) needs to be solved iteratively along withFig. 2. Irradiance ratio Kdb=Ed/Ebn as a function of b and

Z. Eqns (3) and (4).
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3. COSINE CORRECTION AND ERROR Ebn are two large numbers resulting in a small
Ed. As an example for Z=30°, b=0.02, w=ANALYSIS
1 cm and uo=0.3 cm, SMARTS2 calculates

As with all models, there is a limit to the
Ebn=1012 W m−2, E=958 W m−2 and Ed=accuracy to which one can determine the
81 W m−2. If the measurement of E was off

sought-after results. This section discusses the
by −5% (a typical value for field conditions

sources of uncertainty of the method, as well as
(Myers et al., 1989)) this would lead to an error

their magnitude. A way to improve the accuracy
of −60% in Ed calculated using eqn (1). In this

of the measured global irradiance is also pro-
case, an error of −60% in Ed would translate

posed through proper correction of the pyrano-
directly into a −60% error in Kdb. The resulting

meter’s cosine response.
b would be negative. Therefore, good quality

First, the accuracy of the SMARTS2 model
turbidity estimates from the irradiance ratio

is analyzed in comparison to more rigorous
method require extremely accurate global

spectral models. Next, the sensitivity of the
and/or diffuse measurements.

modeled results to the accuracy of measurement
A special setup is now used at some first class

is described. Finally, the effects of the cosine
experimental sites, like those of the BSRN/

error of pyranometers are examined along with
WMO network, to achieve high accuracy in

their effects on the determination of b. (The
both diffuse and global radiation measurements.

accuracy of the global radiation data are the
It consists in measuring direct beam radiation

limiting factor in the analysis of the irradiance
conventionally with a pyrheliometer (preferably

ratio method since this study is based on diffuse
of an active cavity type) and adding diffuse

data obtained by subtracting the direct compo-
radiation measured with a pyranometer/

nent from global measurements. The departure
tracking shade apparatus to indirectly obtain

from true cosine response is the largest source
global radiation, i.e. the reverse procedure to

of error in global measurements.)
what was described above. A noticeable gain of

Comparisons between the modeled Kdb and
accuracy, particularly under clear skies, has

reference calculations obtained with Monte-
been reported recently with this new procedure

Carlo and spherical harmonics rigorous codes
(Michalsky and Dutton, 1997; Michalsky et al.,

(Bird and Hulstrom, 1982; Braslau and Dave,
1998). Such a setup simply eliminates the need

1973), show good to excellent agreement, with
for cosine error correction in the global radia-

an uncertainty estimated to be 5%. This includes
tion data that is now described.

the fitting error embedded in eqn (2), which is
An important source of the measurement

less than 1%. From Fig. 2, an approximate
error in pyranometers comes from their cosine

expression for Kdb when b<0.35 and Z≤75°
error, i.e. their deviation from true cosine

would be
response as the angle of incidence changes.

Kdb=0.04+1.45b. (6) Recent laboratory measurements (Michalsky
et al., 1995) have shown that this error is non-After differentiation, this gives
negligible, and may also be compounded by

Db/b=(1+0.0276b−1)DKdb/Kdb. (7) azimuth and other errors. Each pyranometer
should be individually characterized so that itsTherefore, a variation of 5% for the modeled

Kdb would translate into moderate errors in b cosine/azimuth error can be compensated
during the quality control process. However,of from 6% for a hazy sky (b#0.2) to 12% for

a very clear sky (b#0.02). measurement of the cosine and azimuth errors
is not precise and the size of the errors changesExperimental errors play a significant role in

limiting the accuracy to which b can be esti- over time. In practice, the measurement of these
errors is very time-consuming and expensive tomated. The error in Ebn may be low (typically

±2%) if a regularly checked and calibrated obtain. Generally such manipulation of the data
is not implemented because of the possibility oftemperature-corrected pyrheliometer is used.

(Egregious errors resulting from mistracking introducing systematic errors into the data and
the inability to check on the accuracy of theare not considered here.) The error in Ed may

be far larger because diffuse radiation cannot changes made.
Because the irradiance ratio method is sobe easily measured. Frequently the monitoring

station consists of a single-pyranometer/ sensitive to the diffuse value, the cosine error
shows up clearly in the broadband turbiditypyrheliometer combination and Ed is calculated

using eqn (1). Under very clear skies, E and data analysis. Since measurements of the cosine
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errors are generally not available, it is necessary diffuse radiation would be
to correct the pyranometric data by use of a
generic cosine error typical of the type of instru- Cd= P

0

90
Cb(h) sin 2h dh/ P

0

90
sin 2h dh

ment used. An example is given here for the
Eppley PSP that is widely used in the U.S.A. (9)
and elsewhere. Laboratory data for the instru-

or Cd=0.96706 after numerical integration.ment response at various incidence angles
This value corresponds to an effective incidence(0–88°) have been used here (Michalsky et al.,
angle he=51.4° in eqn (8).1995). This dataset contains results from three

The practical use of Cb and Cd depends onindividual pyranometers and indicates a
the calibration process for each pyranometer.‘‘remarkable reproducibility’’ (Michalsky et al.,
For pyranometers calibrated with the outdoor1995), so that the analysis presented here is of
shading/unshading method at normal incidence,general validity for this particular type of instru-
such as practised at the Florida Solar Energyment, with an assumed minimal instrument-to-
Center (FSEC), the corrected direct and diffuseinstrument variance. The cosine response for
irradiances, which need to be added to obtaineach instrument was originally measured along
the corrected global irradiance, would betwo opposite bearings, or azimuths, on the
Eb=Ebx/Cb and Ed=Edx/Cd, respectively,optical bench. The resulting asymmetry is insig-
where Ebx and Edx are the experimental, uncor-nificant, so that the azimuthal effect in this case
rected components, which combine onto thecan be eliminated by taking an average of the
pyranometer sensor to give the experimentallycosine response at these two azimuths. The
measured global irradiance, Ex. For instrumentsaverage normalized cosine response, Cb, thus
calibrated in a fixed horizontal position, such asobtained for these three instruments and two
practised at the National Renewable Energyazimuths is shown in Fig. 3. By definition, this
Laboratory (NREL), the calibration factorfactor is the ratio of the instrument response to
integrates the effect of Cb to a certain extent,

that of a perfect cosine receptor, normalized to depending on the average Z at which the calibra-
1 at normal incidence. These data points have tion is made. For Z limited to 45–55°, as
been fitted with followed at NREL, the corrected irradiances

would be Eb=Cb(50°)Ebx/Cb(Z) and Ed=Cb=(1−0.010987h−9.8179E−6×h2
Cb(50°)Edx/Cd. Finally, for an indoor calibra-

+9.6321E−8×h3)/(1−0.010979h) tion performed inside a white chamber under
isotropic diffuse radiation, as followed by(8)
Eppley and some national networks (Latimer,

where h is the incidence angle (equal to Z for a 1972), the corrected irradiances would be
horizontal instrument). For ideally isotropic Eb=CdEbx/Cb and Ed=Edx.diffuse illumination, the average factor for This correction method is not perfect because

it does not take into account the unavoidable
instrument-to-instrument differences. Azimuthal
errors could be modeled because some labora-
tory data are available, but the exact azimuthal
bearing of a field pyranometer is generally not
known or accessible to the data user. However,
it is clear from the earlier discussion on the
sensitivity of the irradiance ratio method to
accurate diffuse data and the size of the cosine
error shown in Fig. 3 that compensation of the
cosine error is necessary, particularly at large
zenith angles where large cosine errors may
occur.

Recently, diffuse data made with tracking
shade disks is becoming available. As mentioned
earlier, such diffuse data would be a much more
accurate measurement of the diffuse values and
eliminate much of the concern about cosineFig. 3. Normalized cosine response of the Eppley PSP

pyranometer, from laboratory data. errors.
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4. EXPERIMENTAL COMPARISONS

In addition to the error analysis above, exper-
imental verification of the model is needed to
test its ability to predict the correct turbidity
under non-ideal atmospheric conditions.
Limited experimental comparisons are pre-
sented to validate the concepts. More experi-
mental spectral data are being collected from
different sunphotometric networks and further
tests will be offered in a subsequent contribu-
tion. In particular, new instrumentation
(pyranometer/tracking shade for diffuse irradi-
ance and multifilter rotating shade radiometer
for spectral aerosol optical depth) is being added
at the University of Oregon radiation site which
will soon permit a detailed performance

Fig. 4. Experimental comparison of the present method toassessment.
results obtained with that of the beam irradiance method of

The initial comparison was conducted with Gueymard (1998) for a hazy summer day at Cape
Canaveral, FL.data measured at FSEC, Cape Canaveral, FL

( lat. 28.42°N, long. 80.61°W, alt. 7 m). A hazy
and humid summer day is selected here first to
test the performance of the present model under

ing the cosine correction results in an underesti-
turbid conditions. This particular day was

mation of about 3–6% in b, in accordance with
selected previously (Gueymard, 1998) to test the error analysis in Section 3.
the beam irradiance method (where b is derived A similar comparison at FSEC is shown for
from Ebn only) against an independent determi- an exceptionally clear summer day in Fig. 5.
nation of b derived from spectroradiometric Some fog was again present between sunrise
data. Precipitable water was calculated from and 6:30, but then the rest of the day was
5-min ground observations of air and dew-point essentially cloud-free, except for a few non-
temperature using an empirical relationship obscuring clouds between 7:30 and 10:00. The
(Gueymard, 1994a), and was roughly constant predicted b showed a remarkable stability at
at about 5 cm for the day. This is in agreement about 0.06 during the whole day, with good to
with radiosonde data from the nearby Kennedy excellent agreement between the different meth-
Space Center. Broadband observations of Ebn ods to obtain b.
and E were available at 5-min intervals also.
These measurements are used here to derive b
from the beam irradiance model (Gueymard,
1998) and from the present diffuse-beam ratio
method (or Kdb model ). The latter model is
used with and without cosine correction of the
global irradiance data (E ) in accordance with
the discussion in Section 3.

There is excellent agreement between the
different methods, especially when the cosine
correction is applied to the data. Between 6:30
and 8:30 LST, when the sky was hazy but cloud-
free (Fig. 4), the agreement is excellent. The
rapidly decreasing turbidity between sunrise and
6:30 was caused by a dissipating fog, a frequent
occurrence in this area due to the very high
humidity. After 8:30, cloudiness began to build

Fig. 5. Experimental comparison of the present method toup (very thin or subvisual cirrus at first), result-
results obtained with that of the beam irradiance method of

ing in an obscured sun after 11:00 until sunset. Gueymard (1998) for a clear summer day at Cape
Canaveral, FL.For the particular conditions of this test, ignor-
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As could be expected, the present method is of magnitude greater than that of aerosols (e.g.
more sensitive to partial cloudiness than that of about 2 for a cirrus), their inadvertent passage
the beam irradiance model (Gueymard, 1998), in front of the sun during even a small fraction
which needs only a clear line of sight in a 5° of a supposedly clear hour results in a very high
cone around the sun’s center. Because clouds apparent turbidity. Consequently, all spikes in
absorb and scatter radiation more than aerosols, hourly turbidity during the day are interpreted
and thus have a profound effect on Ed, the here as cloud interference and subsequently
ratio Kdb is very sensitive to the presence of removed from the dataset. Figure 6 indicates a
clouds in the sky, even if they do not obscure reasonably good match between the two predic-
the sun. Hence the progress of the mismatch tions of b at least for low to medium turbidity
between the two broadband methods before (b<0.15). The progressive mismatch which is
6:30 and after 8:30 in Fig. 4, or between 7:30 apparent above this threshold may have different
and 10:00 in Fig. 5. This finding has two impor- causes. A very probable cause is the interference
tant consequences. First, the diffuse-beam ratio due to undetected passages of non-obscuring
method is valid only for truly cloud-free atmo- clouds, which affect the present method more
spheres, thus restricting its use compared to than the reference method. Of course, another
methods based on Ebn alone. Second, this limita- explanation is that the model itself needs to be
tion may become a strength if the diffuse-beam refined for days with a high turbidity factor. In
ratio method is used not to obtain b, as origi- particular, the progressive mismatch might be
nally intended, but to detect cloud-free condi- due to the unsuitableness of the simplifying
tions in real-time or historic data. This may assumptions in Section 2 under hazy skies.
prove to be an important application because A third series of examples come from data
it is always very difficult to select clear condi- measured at Eugene ( lat. 44.047°N, long.
tions a posteriori, from radiative data alone. 123.071°W, alt. 150 m) and Burns ( lat. 43.87°N,

In Fig. 5, the difference between the two long. 119.03°W, alt. 1265 m), OR. These two
methods of calculating b from 15:00 to sunset stations are maintained by the University of
is on the order of 20–30%. Uncertainties in the Oregon (UO). Their radiometric setup is iden-
global measurements can account for most of tical to that at FSEC, except that the UO’s
this difference. Measurement of the diffuse radi- pyranometers are calibrated at NOAA Boulder,
ation with a tracking disk would eliminate most CO, by side-by-side intercomparison with a
of this uncertainty and provide for a much more

reference instrument. Besides the 5-min radio-stringent test of the model.
metric data from the Eugene station, cloudFor general applicability of the irradiance
cover and other meteorological data are avail-ratio method, estimates of b need to be com-
able from each city’s airport.pared on a variety of conditions. Insolation

data measured at Miami, FL ( lat. 25.78°N,
long. 80.27°W, alt. 2 m) and included in the
National Solar Radiation Data Base (NSRDB)
of NREL are used for the basis of the long-
term comparison. Hourly cloud observations
and meteorological data from Miami airport
are also available in the NSRDB. The test
period was chosen here as 1978–1980 because
irradiance data were then of good quality
(Maxwell et al., 1995). For this site, as well as
the other sites below, no direct observation of
turbidity based on spectral data were available,
so that the present ratio method could be only
assessed by comparison with the beam irradi-
ance method of Gueymard (1998), chosen here
as the reference. In all what follows, potentially
cloud-free periods at the radiation site are
assumed if the observed hourly cloud cover is

Fig. 6. Experimental comparison of b obtained with the pre-less than one-tenth. The resulting turbidity esti-
sent method to that obtained with the beam irradiance

mates are also checked for consistency. Because method of Gueymard (1998) for hourly clear periods at
Miami, FL.the optical depth of clouds is at least one order
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Figure 7 represents a clear summer day at munications with Gene Maxwell and Steve
Wilcox, NREL, 1997).Burns, using only input hourly data from the

Figure 7 also shows that no overall match isNSRDB. (The Burns and Eugene radiation data
found between the value of b predicted fromin the NSRDB come from the UO Solar
Ebn and that predicted from Kdb, even whenRadiation Monitoring Network.) This day is of
considering the cosine error correction. Theparticular interest because of the transition in
same pattern reproduced systematically duringturbidity that occurred from the relatively low
other clear days, with an abnormally largevalue that was prevalent during the preceding
number of unphysical (negative or near-zero)days (b=0.02–0.06) to a relatively high value
turbidity predictions with the Kdb method. Forwhich continued for two more days (b=0.12).
all the thousands of clear periods examinedIn the absence of radiosonde data to obtain
(using either 5-min or hourly irradiances), theprecipitable water directly at Burns, it was
only way to force a match between the twopredicted by an empirical method (Gueymard,
predictions of b was by multiplying the cosine-1994a) from surface temperature and humidity.
corrected experimental value of global irradi-In the upper plot of Fig. 7, the hourly values of
ance by a constant correction factor, F.w thus obtained are compared to the NSRDB
Calculations were repeated for different arbi-values, taken directly from the hourly file. This
trary values of F, as shown in Fig. 7. This seriescomparison shows relatively poor agreement
of simulations for different F values provides aand the need for better data and models for
sensitivity analysis of the method with respectdetermining water vapor. The accuracy of the
to the overall uncertainty in the measured globalprecipitable water is very important for the
irradiance, partly due to the cosine error dis-beam irradiance method because if precipitable
cussed earlier. A good match could then bewater is underestimated, the turbidity predicted
obtained for the case of Fig. 7 with F=1.035.from Ebn will be overestimated, and vice versa.
The same pattern was prevalent throughoutThis problem was pinpointed in previous contri-
1980, and a yearly average value of 1.046 wasbutions (Gueymard, 1998; Gueymard and
found. This problem also appeared in 1988—Garrison, 1998). In Fig. 7, the use of the
the other test year chosen here—but with aNSRDB precipitable water values would con-
lower average value, F=1.005. The magnitudesiderably lower the turbidity values shown for
of this correction and its abrupt change betweenthe Ebn model.
1980 and 1988 is consistent with the fact that

In attempting to evaluate the NSRDB precip- NREL, during the production of its NSRDB,
itable water values, the authors determined that a posteriori increased the global irradiance data
there was a misprinted coefficient in the original measured at Burns by 6% from November 1985,
publications (Maxwell et al., 1995; Myers and thus signaling a calibration problem. All this
Maxwell, 1992). This was later confirmed by suggests that the present method is very sensitive
the developers of the NSRDB (personal com- to the accuracy of the global irradiance meas-

urements. Conversely, it has also some useful
potential in data quality control because even
slight miscalibration of pyranometers appears
to be easily detectable a posteriori. All this is
based on many assumptions that need verifica-
tion, including that continental aerosols are
prevalent above the high desert plateau in east-
ern Oregon where Burns is located.

Because of the uncertainty in precipitable
water predictions mentioned earlier, it is impor-
tant to investigate the effect it may have on b
predictions from either Ebn or Kdb. A particular
case is illustrated in Fig. 8 for a clear day in
Eugene. (The early morning spike is due to an
obstruction greatly affecting Ebn.) For that day,
morning predictions of w using the airport data
of temperature and relative humidity agreed
relatively well with those obtained from theFig. 7. Hourly turbidity and precipitable water for a clear

summer day at Burns, OR. same type of measurement performed at the
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Kdb. Also, it can be observed from Fig. 8 that
a good match between the two turbidity meth-
ods is obtained until 15:30, when b was calcu-
lated from Ebn with w. After 15:30, the models
using twice w tend to agree. Another explana-
tion is that the zenith angle starts to drop
rapidly in the afternoon and departures from
the modeled cosine correction factor could also
account for a part of the discrepancy.

These findings confirm that the present ratio
method is preferable to the beam irradiance
method when the accuracy of precipitable water
data is uncertain. However, further research is
needed to characterize the range of climatic
conditions under which one method is prefera-
ble to the other.

5. USE OF THE IRRADIANCE RATIO
METHOD TO ASSESS GLOBAL DATA

Because the diffuse-beam ratio method is so
sensitive to the accuracy of global and diffuse
irradiance data, it may be possible to use the
model to assess the quality of the global data.
Figure 7 showed one way of using the irradiance
ratio method to test the accuracy of global
irradiance measurement, but this implied itera-
tions to obtain the precise value of F needed to
correct E. A simpler way consists in using b
predicted from Ebn (Gueymard, 1998), then
calculating Kdb from eqn (2). Hence a predicted
value of E can be obtained from
Ebn (cos Z+Kdb). This value of E can be ratioed
to its measured, cosine-corrected counterpart to
obtain F. It can also provide a good estimateFig. 8. Effect of doubling precipitable water on turbidity
for E whenever the measured global irradiancepredictions for a clear summer day at Eugene, OR. (a) Using

the beam irradiance method of Gueymard (1998); (b) using is either unavailable or questionable.
the diffuse-beam ratio method (this work). Preliminary tests indicate that a very high accu-

racy in E is achievable with this method. This
is illustrated for Burns and Eugene inUO’s radiometric station. A marked drop in

the UO’s w occurred after 14:00 LST, leading Fig. 9Fig. 10, respectively. Hourly NSRDB data
for one year (1988) were used in both cases. Ato values less than half those obtained with the

airport data between 15:00 and 18:00. Such a very high correlation coefficient (R>0.999) of
the least-squares fits between each pair of globallarge discrepancy in w is not exceptional, and

it is not clear if it corresponds to a real difference irradiance sets (predicted vs measured) is
obtained, as well as a remarkably low scatter.due to horizontal inhomogeneities in w or to

some instrumental problem, but the latter expla- The fitted values of F thus obtained for 1988
are 1.0046 at Burns and 1.0447 at Eugene. Anation is more likely. Predictions of b were thus

done with either the UO’s predicted w at 5-min slight downward curvature is noticeable in these
plots. The use of non-cosine-corrected dataintervals, or with twice this value. A constant

correction factor, F=1.045, was also used. As significantly increases this curvature. This sug-
gests that the cosine correction used here effec-can be seen from Fig. 8, doubling precipitable

water has a profound effect (a 50% decrease) tively improves the method, although it is
probably not fully optimized yet.on b predicted from Ebn, but only a negligible

effect (2–4% decrease) when predicted from The interest of using this method in quality
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ods based on direct irradiance only. However,
the diffuse-beam ratio model has the advantage
that it is far less dependent on atmospheric
ozone and, even more importantly, on precipita-
ble water, which can be very difficult to estimate
on an hourly basis. Thus, the diffuse-beam ratio
method should be preferred over the beam
irradiance method whenever precipitable water
cannot be estimated with good accuracy.

There are many potential uses for this new
procedure because of the method’s sensitivity
to measured diffuse irradiance and its insensitiv-
ity to exact values of water vapor and atmo-
spheric ozone.
(1) Comparison of the beam and diffuse-beam

ratio model results can narrow the range of
Fig. 9. Experimental comparison of the global irradiance acceptable water vapor estimates when
predicted by a combination of the beam irradiance method accurate diffuse data are available.of Gueymard (1998) and the present method for hourly

(2) Comparison of the two methods can helpclear periods at Burns, OR.
identify truly cloudless periods in the histor-
ical record.

(3) Comparison of the two methods can be
used to examine the deviation from true
cosine response of pyranometers.

(4) Combination of the two methods can be
used to estimate global insolation. This
process can be used to generate global data
(from direct beam data) when none is avail-
able or to quality assess the global data
when it is available.

This model demonstrates one method to
extract useful information from the diffuse com-
ponent. As more accurate data becomes avail-
able for testing and refining the model, the
utility of the model and confidence in its applica-
tions will improve.
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Michalsky J. J. and Dutton E. G. (1997) Optimal shortwaveique, Uccle, Belgium.
irradiance measurements for surface radiation balanceFox J. D. (1994) Calculated Ångström’s turbidity coeffi-
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Table A1. Coefficients c
ijk

for eqn (A3)

i j k=0 k=1 k=2 k=3 k=4 k=5

Z≤75°
0 0 0.52117 1.006 −0.042873 0 28.975 0

1 0.72229 0.89128 0 0 2.408 0
2 0.082452 −.012294 0 0 −0.16285 0
3 6.109 11.638 0 0 1.0197 0
4 0.94808 0.70748 0 0 0.31929 0

1 0 1.6654 −0.2718 0.038852 0 0.097737 0
1 26.736 0.6606 0.48453 0 0.5148 0
2 9.9649 −0.90504 0.41026 0 0.78027 0
3 14.975 −12.573 8.7377 −0.145 −0.77649 0.59698
4 8.6269 4.2903 0.4548 0 2.8143

2 0 0.97243 −1.202 0.42266 0.015911 −1.0995 0.43044
1 3.7445 −0.19658 0 0 −0.4302 0.055777
2 0.37223 0.2707 0 0 −0.41713 0.060103
3 −28.048 88.745 0 0 7.1911 0
4 −0.032032 0.69599 0 0 −0.19649 0.086467

3 0 19.971 −8.5353 2.184 −0.27494 6.1737 0
1 −0.51917 0.89906 −0.22787 0 −2.6798 2.0256
2 0 0 0 0 0 0
3 0.25263 −0.055889 0.0028658 0 0.02773 0
4 0 0 0 0 0 0

Z>75°
0 0 0.045782 7.2233E−5 0 0 0.1006 0

1 0.48995 0.0034737 0 0 0.082245 0
2 0.016878 0.24175 −0.0067237 0 2.324 0
3 9.8712 1.2444 0 0 0.12268 0
4 1.4222 0.095511 −0.0038319 0 0.033084 0

1 0 5.3519 3.693 −0.023403 0 5.4928 0
1 81.626 56.225 −1.3526 0 5.6496 0
2 14.512 0.26658 0.19442 0 1.2648 0
3 18.472 24.599 −0.4754 0 1.8933 0
4 4.2917 −0.30678 0.032554 0 0.087072 0

2 0 0.52476 0.22289 0.014775 0 0.11386 0
1 5.6017 2.8016 0.15477 0 0.016973 0
2 −3.8256 3.0417 −0.030759 0 0.13009 0
3 9.7507 26.713 0.65182 0 2.6408 0
4 1.3702 0.0049527 0 0 −0.082161 0.0077167

3 0 – – – – – –
1 −0.072783 0.02191 −0.0027096 0 0.13239 0
2 0 0 0 0 0 0
3 0.25263 −0.055889 0.0028658 0 0.02773 0
4 0 0 0 0 0 0

parameterized as a function of w using experimental value of the diffuse-beam ratio, Kdbx, to zero
altitude and uo of 0.3434 atm-cm in order to match thea

i
=(b

i0
+b

i1
w+b

i2
w2)/(1+b

i3
w+b

i4
w2). (A2)

conditions set for parameterizing b as a function of KdbThe coefficients b
ij

( j=0–4) in eqn (A3) are functions of m (eqn (3)). Furthermore, a third factor, T, is introduced to
and are obtained as account for the spectral mismatch between the wavelength

range sensed by the pyrheliometer measuring Ebnb
ij
=(c

ij0
+c

ij1
m+c

ij2
m2+c

ij3
m3)/(1+

cij4
m+c

ij5
m2)

(0.28–4 mm) and that sensed by the pyranometer measuring
Ed or E (0.28–2.8 mm). These functions are parameterized(A3)
as

where the numerical values of the coefficients c
ijk

(k=0–5)
R=(1−0.009z) (1+0.0041z−0.001179zm) (A6)are given in Table A1. Note that these values are different

for Z≤75° and Z>75°. In the latter case, the only exception S=(1.0148−0.043uo)[0.98492+0.043907uoto eqn (A3) is for coefficient b30:
+(0.004052−0.0118uo)m] (A7)b

30
=(−0.078315+0.033421m+3.9515m−2.8)

T=(0.98578+2.249w)/(1+2.26w). (A8)
/(1−0.02397m). (A4)

The standardized experimental value isThe relative air mass is calculated from the zenith angle,
Z, using the following equation (Gueymard, 1995; Gueym- Kdb=−cos Z+(Kdbx+cos Z)/(RST ). (A9)
ard and Kambezidis, 1997)

This value of Kdb needs to be inserted into eqn (3), along
m=1/[cos Z+0.45665(Z0.07) (96.4836−Z)−1.697 ]. with the expressions for a

i
from eqn (A2), so that eqn (3)

can be finally solved for b. If the ground albedo value is
(A5) different from its reference of 0.15, eqns (3)–(5) need to be

solved iteratively.The functional dependence of Kdb on altitude and ozone
are given by R and S. These functions ‘‘standardize’’ the


